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Abstract — The Composite Finite Element Mesh method is useful for the estimation of the discretization cost. The technique uses two meshes with different element size to discretize a given problem and, then, it redefines the resulting linear system. On the other hand, Multigrid methods solve a linear system using systems of several sizes resulting from a hierarchy of meshes. This feature motivates the study of the application of the Multigrid strategy together with the Composite Mesh technique. In this work, it is proposed a Multigrid method to solve problems where the Composite Mesh is applied. The goal of the proposal is to achieve both, the advantages of the Multigrid algorithm efficiency and the solution improvement given by the Composite Mesh technique. The new method is tested with some elliptic problems with analytical solution.
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I. INTRODUCTION

In this work, a Multigrid (MG) technique able to solve the linear system arising from the application of the Composite Mesh (CM) strategy is presented. The application of the Finite Element Method (FEM) to discretize a partial differential equation leads to a linear system, which could be solved with some MG strategy in a very efficient way. Of course, the element size used to discretize the problem domain directly affects both the computational cost, through the size of the linear system, and the error level. For a given problem, the idea behind the CM strategy is to perform a linear combination between the discrete systems of equations computed with FEM using two meshes of different element size. These meshes must have nodes in common. Typically, one mesh is the homogeneous refinement of the other one. With an appropriate choice of the coefficients of the linear combination, the CM technique could give a better nodal solution than those obtained from each mesh individually without increasing the computational cost significantly (Bergallo et al., 2000). Although the CM method has been tested for several kind of problems (Sarraf, 2011), the best performance of the strategy was found for elliptic problems where the solution has a high degree of regularity (Sonzogni et al., 1996; Bergallo et al., 2000).

II. MULTIGRID METHOD

Let \( \Omega \) be a bounded domain in \( \mathbb{R}^d \) with boundary \( \partial \Omega \), \( d=1, 2, 3 \) being the space dimension. Consider the following elliptic differential equation with homogeneous boundary conditions

\[
Lu = f \quad \text{in} \quad \Omega \\
u = 0 \quad \text{on} \quad \partial \Omega
\]  

(1)

Assume that the operator \( L \) is self-adjoint, i.e. \((Lu, v)=(u, Lv)\) for any \( u, v \in H \subset L^2(\Omega) \) and that it is positive in the sense that \((Lu, u)>0\) for all \( u \in H, u \neq 0 \), where the subspace \( H \) contains smooth functions which vanish on \( \partial \Omega \). With these properties, to solve the boundary value problem given by Eq. (1) is formally equivalent to minimize the quadratic functional

\[
F(u) = \frac{1}{2} (Lu, u) - (f, u), \quad u \in H
\]  

(2)

The problem can be rewritten in compact form as follows

\[
u = \arg \min_{v \in H} F(v),
\]  

(3)

which means to find the argument that minimizes \( F \) over all the functions in \( H \).

Given a triangulation of \( \Omega \) with element size \( h \), denoted by \( \Omega_h \), let \( H^h \) be the finite subspace of \( H \) consisting on the functions \( \varphi \) which are continuous in \( \Omega \), polynomial in each element and vanish on the boundary domain. Then, the discrete problem is written as follows
on the coarse mesh can be stated as follows: Let

\[ \bar{u}_h = \arg \min_{\bar{u}_h \in H^h} F(\bar{u}) \]  

(4)

Since the operator \( L \) is positive and self-adjoint, the problem of determining the function \( u \in H \) which satisfies Eq. (3) and \( (Lu,v) = (f,v) \) for all \( v \in H \) are equivalent (Briggs et al., 2000). Hence, to solve Eq. (4) is equivalent to find \( u_h \in H^h \) so that

\[ (Lu_h,v) = (f,v) \quad \text{for all} \quad v \in H^h \]  

(5)

In order to solve Eq. (5) in its weak form, let \( \hat{e}^h \) be a function of a base for \( H^h \), with \( \hat{e}^h \), such that \( \hat{e}^h(N_i) = \delta_i, N_i \) being the nodes of \( \Omega_h \). Then, choosing the test functions \( v_h \) as the basis functions \( \hat{e}^h \), and after assembling all the rows of the matrix and their corresponding right-hand side, a discrete system of the form \( A_h u_h = f_h \) is obtained.

Given two meshes, where the first is an homogeneous refinement of the second one, the two-grid iteration is the basis for building the MG method. In summary, this iteration is composed by the following steps:

1. A few iterations with some iterative method such as Gauss-Seidel or damped Jacobi are performed in order to smooth out the residue \( r_h = f_h - A_h u_h \). This step will reduce the high frequency components of the error but not completely the low frequency ones. The new residue, which seems relatively smooth, can be properly approximated on a coarser mesh.

2. The residue is projected on the coarse mesh where the error equation is solved. This action minimizes the low frequency components of the error because they behave as high-frequency ones on the coarse mesh.

3. Finally, this solution on the coarse mesh is transferred to the fine mesh where it is used to improve the approximation of step 1.

Firstly consider the relaxation step, where the main goal is to provide an inexpensive method for the elimination of oscillatory errors in the approximation \( \bar{u}_h \). This objective can be achieved carrying out local changes in the following way: \( \bar{u}_h \leftarrow \bar{u}_h - s \hat{e}^h \), where \( s \in \mathbb{R} \) is a suitable step size. The choice of \( s \) is carried out in the sense of minimizing the functional over all the possible choices, i.e.

\[ s = \arg \min_{s \in \mathbb{R}} F(\bar{u}_h - t \hat{e}^h) \quad i = 1, 2, \ldots \]  

(6)

The abstract formulation for the correction process on the coarse mesh can be stated as follows: Let \( H^f \subset H^h \) be the space of the coarse grid, i.e. the set of piecewise polynomial functions associated with a standard coarse grid \( \Omega_f \). The goal is to correct the approximation \( \bar{u}_h \) with a function \( \bar{u}_h \in H^h \) that will approximate the new smooth error. The correction is: \( \bar{u}_h \leftarrow \bar{u}_h + \hat{u}_h \). The choice of \( \bar{u}_h \) is made in order to find the best correction in the sense of the functional minimization, i.e.

\[ \bar{u}_h = \arg \min_{\bar{u}_h \in H^f} F(\bar{u}_h) \]  

(7)

In the process of adding a function \( \bar{u}_h \in H^h \) to a function \( \bar{u}_h \in H^f \), appropriate coefficients must be found in order to write \( \bar{u}_h \) as a function of \( H^f \). Then, the prolongation operator \( I^h_f \) is sought to carry over \( \bar{u}_h = I^h_f \bar{u}_f \) (Briggs et al., 2000).

To determine the coarse grid operator \( A_h \) corresponding to the operator \( A_f \), it is necessary to work with nodal vectors and to transfer the minimization principle to matrix terms. Let \( N_i, i=1,\ldots,M \) be the nodes of the mesh \( \Omega_h \). Then, the system \( A_h u_h = f_h \) is equivalent to the minimization problem

\[ u_h = \arg \min_{u_h \in \mathbb{R}^M} F_h(u_h) \]  

(8)

where \( F_h(v_h) = (A_h v_h, v_h) / 2 - (f_h, v_h) \). Similarly, the problem of the coarse mesh correction is equivalent to the matrix minimization principle

\[ \bar{u}_h = \arg \min_{\bar{u}_h \in \mathbb{R}^M} F_h(\bar{u}_h) \]  

(9)

Therefore, the version of \( A_h \) in the coarse mesh is obtained by performing the computation \( A_h = (I^h_f)^T A_f I^h_f \) where \((\cdot)^T \) denotes transpose matrix. The matrix \((I^h_f)^T \) takes a vector from the fine grid and gives a vector in the coarse mesh, i.e. it is a restriction operator. Consequently, it makes sense having \( I^h_f = (I^h_f)^T \).

Finally, let \( r_h = f_h - A_h \bar{u}_h \) and \( f_h = I^h_f r_h \). Then it is obtained

\[ F_h(\bar{u}_h + I^h_f w_h) = F_h(\bar{u}_h) + F_h(w_h) \]  

(10)

Therefore, since \( F_h(\bar{u}_h) \) is independent of \( w_h \), to minimize \( F_h(\bar{u}_h + I^h_f w_h) \) is equivalent to minimize \( F_h(w_h) \) on the vectors \( w_h \in \mathbb{R}^M \), which is the correction scheme for the coarse mesh.

The MG algorithm is obtained by applying the two grid iteration recursively. Specifically, the problem in the coarse mesh is solved by a two-grid iteration involving a coarser mesh. This procedure is applied at each mesh level until a coarse enough grid is obtained in which the system could be solved by a direct method. A MG iteration from the finest grid to the coarser one and returning to the fine one, is called cycle. The exact structure of a cycle depends on the value of \( \gamma \), the number of iterations of two grids in each intermediate step. The case \( \gamma = 1 \) is called V-cycle, while \( \gamma = 2 \) is called W-cycle. The main procedure of the MG method is given by Algorithm 1, where in the conditional line 6, \( ||.||_2 \) represents the Euclidean norm for vectors.

Algorithm 1: Main procedure for MG solver

Input: grid levels \( n \), number of pre-smoothing steps \( v_i \), number of post-smoothing steps \( v_{\nu} \), number of recursive MG step calls \( \gamma \), tolerance for stopping criterion \( tol \), and maximum number of MG iterations \( maxit \).

Output: solution on the finest level \( u \).

1. procedure main (n, v_i, v_\nu, \gamma, tol, maxit, u)
2. linear_systems mg (n, f, A)
3. u^0 := 0
4. for i := 1 to maxit do
5. u := mg alg (n, f, A, v_i, v_\nu, u^0)
6. if norm([A][n] - f)/norm(f) < tol then
7. return
8. end
9. u^i := u
10. end
We consider elliptic problems with the following form of different levels, respectively.

\[ \nabla \cdot (\mu(x) \nabla u) = f(x), \quad \text{in} \quad \Omega \]

\[ u = g_D, \quad \text{on} \quad \Gamma_D \]

\[ \mu(x) \nabla u \cdot n = g_N, \quad \text{on} \quad \Gamma_N \]

where \( \Omega \subset \mathbb{R}^d \) and \( n \) is the outward unit normal to \( \partial \Omega \). In general, the boundary domain is formed by parts with Dirichlet conditions \( (\Gamma_D) \) and Neumann conditions \( (\Gamma_N=\partial \Omega \backslash \Gamma_D) \). The function \( f(x) \) is the source term and \( \mu(x) > 0 \ \forall x \in \Omega \) is the diffusivity coefficient.

The composite finite element mesh applied to elliptic problems can be used to improve the numerical solution without an appreciable increase in the computational cost and also to estimate the discretization error (Sonzogni et al., 1996; Bergallo et al., 2000; Sarraf et al., 2007). In the \( h \) version, the method consists in replacing the discrete operator for a given mesh (the fine mesh), by a linear combination of the discrete operators corresponding to this mesh and a coarser mesh with nodes in common with the first one. In this case, the interpolation polynomials retain the same degree in both meshes. Then, assuming that the fine mesh is obtained from the homogeneous refinement of the other grid, the connection between both meshes is forced with the shared nodes. The participation factor of each mesh in the compound model, i.e., the coefficient in the linear combination between the meshes, is introduced in such a way to minimize the discretization error.

Algorithm 2: Computes the matrices for each MG level and the rhs vector for the finest grid.

**Input:** number of grids \( n \).

**Output:** right-hand side vector for finest mesh \( f \), and array of matrices \( A \).

```
procedure linear_systems_mg (n, f, A)
generate coarsest mesh M[1]
for i := 2 to n do
  obtain M[i] by refining mesh M[i-1]
  compute matrix A[i] for mesh M[i]
end
compute rhs vector f for mesh M[n]
```

Algorithm 3: Multigrid solver.

**Input:** grid level \( i \), rhs vector \( f_i \), array of matrices \( A_i, v_i, v_2, v_3, u_0^i \).

**Output:** MG solution \( u_i \).

```
function mg_alg (k, f, A, v_1, v_2, v_3, u_0^i)
u := smoother(A[k], f, u_0^i, v_1)
v_2 := restrict(v_1) // restrict residue
if (k = 2) then // coarsest level
  w_1 := A[k-1] \cdot f_1
else
  w_2 := mg_alg(k-1, A[k], f, v_1, v_2, v_3, u_0^k)
  w_1 := prolong(w_2) // prolong corr.
u := smoother(A[k], f, u_0^i, v_2)
return u
```

The computation of the mesh hierarchy and the matrices for each level is performed by Algorithm 2, where the container \( A \) is a vector in which the \( i \)-th “element” is the matrix of the \( i \)-th MG level.

The pseudo-code for the MG solver is given by Algorithm 3. Here, function `smoother` applies some iterative method in order to smooth out the residue. The functions `restrict` and `prolong` perform the tasks of restricting and interpolating of vectors between grids of different levels, respectively.

### III. COMPOSITE MESH TECHNIQUE

We consider elliptic problems with the following form

\[ -\nabla \cdot (\mu(x) \nabla u) = f(x), \quad \text{in} \quad \Omega \]

\[ u = g_D, \quad \text{on} \quad \Gamma_D \]

\[ \mu(x) \nabla u \cdot n = g_N, \quad \text{on} \quad \Gamma_N \]

where \( \Omega \subset \mathbb{R}^d \) and \( n \) is the outward unit normal to \( \partial \Omega \). In general, the boundary domain is formed by parts with Dirichlet conditions \( (\Gamma_D) \) and Neumann conditions \( (\Gamma_N=\partial \Omega \backslash \Gamma_D) \). The function \( f(x) \) is the source term and \( \mu(x) > 0 \ \forall x \in \Omega \) is the diffusivity coefficient.

The asymptotic error of the numerical approximation has the form (Sonzogni et al., 1996)

\[ \| u - u_h \| = C h^p + O(h^p) \]

where \( h \) is the mesh size, \( C \) is a constant independent of \( h \) and \( p > p \). Therefore, an extrapolation analysis of the error leads to the following estimation (Sonzogni et al., 1996; Bergallo et al., 2000; Toro et al., 2005)

\[ \alpha = \left( \frac{H}{h} \right)^p \]

The improvement introduced by the CM method with respect to the FEM solution is realized in the nodal values of the solution and, thus, it must be evaluated using a discrete norm of the error. Let \( N_i, i = 1, \ldots, M \) be the nodes of the fine mesh and \( H^h \) the discrete space associated with \( \Omega_h \). The interpolant \( \pi_{\mu} \) of \( u \) in the space \( H^h \) is
defined as
\[ \pi_i u(N_i) = u(N_i), \quad i = 1, \ldots, M. \] (15)

Then, the solution of Eq. (12) is a better approximation to \( \pi_M u \) in \( H^2 \) than the FEM solution. This fact is verified in the tests presented in section V.

IV. MULTIGRID METHOD TO SOLVE COMPOSITE MESH PROBLEMS

As pointed out above, the main objective of this paper is the integration of the MG and CM techniques for solving elliptic problems. Suppose that there are \( n \) levels involved at each MG iteration and that the mesh corresponding to the \( j \)-th level is obtained from the \((j-1)\)-th homogeneous refinement of a given initial mesh (corresponding to level 1). Now, we introduce \( m \) “mixing” levels, \( 1 \leq m < n \), in which the standard linear operators of the MG method are replaced by the linear combination proposed by the CM strategy. In the \( k \)-th level of mix, \( 1 \leq k \leq m \), the grids of levels \( n-k+1 \) and \( n-k \) take part in the mesh composition. In other words, for level \( k \):

\[ A_{CM} = \alpha A_{n-k+1} + (1-\alpha)(I_n)^k A_{n-k}, \]

where \( A_{n-k+1} \) and \( A_{n-k} \) are the matrices corresponding to levels \( n-k+1 \) and \( n-k \), respectively; and \((I_n)^k\) is the prolongation operator from level \( n-k \) to level \( n-k+1 \). The right-hand side vector of the highest grid level is replaced by the linear combination proposed by the CM strategy, i.e. \( f_e = \alpha f_n + (1-\alpha)(I_n)^k f_{n-k+1} \). Figure 1 outlines the strategy.

The proposed method uses the same MG main algorithm (Alg. 1) changing the procedure which computes the linear systems called at line 2. The pseudo-code for the computation of the modified matrices is presented in Algorithm 4.

With the same set of parameters (smoother, number of pre- and post-smoothing steps, etc.) the resolution of each level increases the computational cost if the grid mixture is introduced for such level. This occurs because the mixture of the meshes increases the bandwidth of the matrix for a given level. Therefore, the number of mixing levels \( m \) should be kept as low as possible while keeping the full error reduction attainable by the CM technique. As will be shown in the numerical examples, the finer the mesh, the higher the decrease in the nodal error produced by the CM strategy with respect to FEM. Hence, an increase in the levels of mixing is expected with that of the grid levels.

V. NUMERICAL TESTS

In order to show the effectiveness of the proposed MGCM (Multigrid for Composite Mesh) strategy, we will consider three different two-dimensional problems with analytical solution. For these tests, we use in the analysis the standard \( l_\infty \) norm \( (||a||_\infty = \max |a_i|) \) and the Euclidean norm \( (||a||_2 = (\Sigma a_i^2)^{1/2}) \) for vectors. The error \( e \) is computed as the difference \( u - u_h \), where \( u \) and \( u_h \) are the nodal values of the analytical and the numerical solutions, respectively.

A. Poisson problem with constant coefficients

Consider the following problem in a quadrangular domain

\[ -\Delta u(x,y) = f(x,y), \quad \text{in} \quad \Omega = (0,1) \times (0,1) \] (16)

\[ u(x,y) = 0, \quad \text{on} \quad \partial \Omega \]

The source term is defined such that the analytical solution is given by the following expression

\[ u(x,y) = 31250x(x-1)(x-\frac{3}{5})(x-\frac{1}{5})(x-\frac{9}{10}) \cdots \]

\[ \cdots y(y-1)(y-\frac{4}{5})(y-\frac{1}{5})(y-\frac{1}{10}) \]

In this case, the domain is discretized by an unstructured grid with 82 triangular elements and 52 nodes. This grid is the coarsest mesh of the problem and the grid sequence is obtained by homogeneous refinement. The parameters selected for this problem consist in three steps of pre- and post-smoothing of damped Jacobi with relaxation parameter 0.7 (Briggs et al., 2000). The tolerance applied to the residue for the convergence of the linear system is \( 1 \times 10^{-6} \). The participation factor for the mesh composition is obtained taking into account the regularity of the exact solution, giving \( \alpha = 4/3 \) (Bergallo et al., 2000; Sarraf, 2011).
The number of iterations to achieve convergence (it.), the number of grid levels \((n)\) and a measure of the elapsed computational time are shown in Table 1 for the \(V\)-cycle and in Table 2 for the \(W\)-cycle. In the MGCM case, the number of mixing levels \((m)\) is also included.

The increased computational time of the MGCM method is due to the fact that the matrix of the system is less sparse than in the “standard” MG case. Regarding the behavior of the proposed strategy in section IV for solving the CM problem with MG, we conclude that the MGCM method preserves the features of the original MG method. This assertion is based on the fact that the number of iterations needed to reach convergence, with and without “mixture”, seems to remain constant.

Figure 2 presents the Euclidean norm of the residue as a function of the number of iterations for the case with five grid levels for the \(V\) and \(W\)-cycles. As can be observed, the curves for the MG and MGCM methods seem to be superimposed with a slightly difference for the \(W\)-cycle.

For the \(V\)-cycle with six grid levels, two levels of mesh composition are used in order to achieve the full error reduction that the CM technique should give. Nevertheless, for the \(W\)-cycle only one mixing level was sufficient in all the solved cases. In Fig. 3 the nodal error as a function of the discretization size \((h)\) for both norms is presented. In this figure, we refer with FEM and CM as the MG and MGCM solutions, respectively.

Table 1: Results of the \(V\)-cycle for the Poisson problem with constant coefficients.

<table>
<thead>
<tr>
<th>(n)</th>
<th>(MG)</th>
<th>(MGCM)</th>
<th>(m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>7</td>
<td>(1.42\times10^{-1})</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>(3.42\times10^{-1})</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>1.38</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>5.13</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>-</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 2: Results of the \(W\)-cycle for the Poisson problem with constant coefficients.

<table>
<thead>
<tr>
<th>(n)</th>
<th>(MG)</th>
<th>(MGCM)</th>
<th>(m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>6</td>
<td>(1.26\times10^{-1})</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>(3.06\times10^{-1})</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>1.29</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>6.08</td>
<td>5</td>
</tr>
</tbody>
</table>

A noticeable feature is the error reduction rate of the CM technique.

B. Poisson problem with variable coefficients

Consider the following elliptic problem with variable coefficients in the unit square:

\[-\nabla \cdot (\mu(x,y)\nabla u) = f(x,y), \text{ in } (0,1) \times (0,1)\]

\[u(0,y) = 0, \quad 0 \leq y \leq 1\]

\[u(x,0) = \sin(5\pi x), \quad 0 \leq x \leq 1\]

\[u(x,1) = -\sin(5\pi x), \quad 0 \leq x \leq 1\]

\[u(1,y) = 0, \quad 0 \leq y \leq 1\]

where \(\mu(x,y) = 1+(x+y)^2\) and \(u(x,y) = \sin(5\pi x) \cos(3\pi y)\). The mesh and the whole set of parameters are the same as in the previous test. Tables 3 and 4 show the results for the \(V\)-cycle and \(W\)-cycle, respectively. In Fig. 4 it can be observed the reduction of the error when the CM technique is used. In this case the convergence rates of the proposed MGCM strategy and the standard MG method are similar, in particular for one mixing level.

Figure 5 shows the Euclidean and infinity norms of the nodal error as a function of the discretization size \(h\) for the Poisson problem with constant coefficients.

C. Laplace problem in a L-shaped domain

Let the Laplace problem in the L-shaped domain \(\Omega = (-1,0) \times (-1,1) \cup (0,1) \times (0,1)\) where the exact solution in polar coordinates is given by...
The mesh of the first level is an unstructured grid with 82 elements and 52 nodes. Again, we use three steps of pre- and post-smoothing of damped Jacobi with factor 0.7. The participation factor for the mesh composition is obtained taking into account the regularity of the analytical solution, resulting \( \alpha = \frac{2^{5/3}}{(2^{5/3}-1)} \) (Grisvard, 1986; Sarraf, 2011). The methods are assumed to reach the convergence when the Euclidean norm of the residue is less than \( 1 \times 10^{-6} \).

The number of iterations to achieve convergence (it.), the number of grid levels (n) and the elapsed computational time are presented in Table 5 and 6 for the V-cycle and W-cycle, respectively. For the MGCM strategy, the number of mixing levels \( m \) is also indicated.

Figure 4 shows the norm of the nodal error as a function of the mesh size. Again, a reduction of the error norm can be reached when the MGCM technique is applied. In this case the relative reduction of the error between MG and MGCM is smaller than in the previous example because of the lower regularity in the analytical solution.

### VI. CONCLUSIONS

In this work we propose a Multigrid method able to solve the linear system arising from the application of the Composite Mesh technique. The strategy is based on the substitution of the linear operator defined by the MG method in some “mixing” levels. The substitute linear operator in a given mixing level is computed as a linear combination of the matrix in the current level and the matrix corresponding to the immediate inferior (coarser) level. The coefficient of the linear combination depends on the regularity of the analytical solution of the elliptic PDE (Partial Differential Equation) problem. The results of the solved problems show that the new method introduces a slight degradation of the Multigrid convergence, which is reflected in the elapsed time for the resolution of the linear system. The best performance of the proposed method was found for the W-cycle, particularly in cases where the analytical solution of the problem has high regularity. Nevertheless, a great reduction in the nodal error is obtained with the MGCM technique respect to the “standard” MG method which, in this study, corresponds to the numerical solution of the Finite Element Method.
Table 6: Results of the $W$-cycle for the Laplace problem in a $L$-shaped domain.

<table>
<thead>
<tr>
<th>$n$</th>
<th>MG</th>
<th>MGCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>7</td>
<td>$2.58 \times 10^{-4}$</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>1.00</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>3.53</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>14.6</td>
</tr>
</tbody>
</table>

Figure 6: (a) Euclidean and (b) infinity norm of the nodal error as a function of the discretization size $h$ for the Laplace problem in a $L$-shaped domain.
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