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Abstract— In this paper we present a brief tuto-
rial and a Toolbox for the area of Robust Identification,
i.e. deterministic, worst-case identification of dynamic
systems. The uncertain models obtained fit exactly the
framework of Robust control, speciallyH∞ procedures,
if the control of the system is the objective. The use of
several of the identification algorithms are illustrated
by means of a simulated example of a flexible structure.
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I. INTRODUCTION

The area of Robust Identification has been originally pro-
posed by Zames in the Plenary talk at ACC 1988, and the
first papers appeared in Guet al. (1989) for approxima-
tion and in Helmickiet al. (1991) for Identification. This
methodology allows the computation of a family of mod-
els (the so called uncertain model) from experimental data
anda priori information, which can be used as a first step
in a Robust Control framework. It is therefore a deter-
ministic, worst-case approach which describes families of
models in terms ofH∞ or `1 errors. In particular, fre-
quency domain Robust Identification methods produce a
set of models with additive dynamic uncertainty (Sánchez
Peña and Sznaier (1998); Zhouet al. (1996)) which can
be used directly as the representation of a physical sys-
tem which may be controlled by anH∞ controller. To
produce structured dynamic uncertain models, these Ro-
bust identification procedures should be used over different
input-output sets. In this case, control design methods as
µ–synthesis (Sánchez Peña and Sznaier (1998); Zhouet al.
(1996)) may be used. If time domain Robust identification
is applied to the physical system,`1 controllers (Sánchez
Peña and Sznaier (1998)) could be designed.

In this context model uncertainty stems from two differ-
ent sources: measurement noise and lack of knowledge ot
the system itself due to the limited information supplied by
the experimental data.

Different types of identification algorithms have been
developed in this framework. The case where the avail-
able experimental data are generated by frequency domain
experiments leads toH∞ based identification procedures

(see Gu and Khargonekar (1992), Chenet al. (1995) and
references therein). Instead, if the available experimen-
tal data originate from time domain experiments`1 iden-
tification procedures (see Jacobsonet al. (1992) and ref-
erences therein) are used. In Parriloet al. (1996, 1998),
a new Robust Identification framework that takes into ac-
count both time and frequency domain experiments has
been proposed. Thus, the problem where “good” frequency
response fitting (smallH∞ error norm) leads to “poor” fit-
ting in the time domain is prevented. Finally, in Parrilo
et al. (1999) an extension of this mixed time/frequency
identification procedure to the case of systems with a para-
metric component is presented.

This paper presents a Robust Identification toolbox
which implements many of the different techniques avail-
able in this framework. As an example there is an appli-
cation to the problem of a flexible structure. The tool-
box has been developed for MatLab, and is freely avail-
able from the Web Site of GICOR (Robust Identification
and Control Group) at the University of Buenos Aires:
//www.fi.uba.ar/laboratorios/gicor/ . The
uncertain models obtained from this methodology are com-
patible with the different synthesis methods available in the
Robust Control, LMI andµ–Analysistoolboxes.

This toolbox implements almost all the state of the art
methods in this area, although it inherits a few practical
limitations from the theory and the algorithms used to im-
plement it. In the first place, a common weakness of the
Robust Identification framework is the conservativeness of
the error bounds. Better bounds are possible by using op-
timization methods, at the expense of a heavier computa-
tional load. Also, the LMI based approach, which is re-
lated to interpolation methods, is limited by the number
of experimental data points. A strong research effort is
devoted to the area of optimization methods, in particular
LMI’s, therefore larger practical problems are expected to
be solved in a reasonable time, in the future.

An extense bibliography has been devoted to this subject
during the last years. A complete survey of the area can be
found in Mäkiläet al. (1995); Sánchez Peña and Sznaier
(1998) and Chen and Gu (2000). Next section presents a
brief tutorial on this subject, and sections III, IV and V
provide a more detailed explanation of frequency and time
domain identification algorithms as well as interpolatory
procedures, respectively. Section VI details the Toolbox
commands, and section VII illustrates the use of all previ-

#### ####
Latin American Applied Research

#### ####
 

#### ####
34:91-100(2004)

#### ####
91


